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Abstract
Recently, several new algorithms have been developed for the minimum cut problem. These algorithms are very different from the earlier ones and from each other and substantially improve the worst-case time bounds for the problem. In this paper, we conduct experimental evaluation the relative performance of these algorithms. In the process, we develop heuristics and data structures that substantially improve the practical performance of the algorithms. We also develop problem families for testing minimum cut algorithms. Our work leads to a better understanding of the practical performance of minimum cut algorithms and produces very efficient codes for the problem.

1 Introduction
The minimum cut problem is the problem of partitioning the vertices of an n-vertex, m-edge weighted undirected graph into two sets so that the total weight of the set of edges with endpoints in different sets is minimized. This problem has many applications, including network reliability theory [18, 27], information retrieval [4], compilers for parallel languages [5], and as a subroutine in cutting-plane algorithms for the Traveling Salesman problem (TSP) [3].

The problem of finding a minimum capacity cut between two specified vertices, s and t, is called the minimum s-t cut problem, and is closely related to the minimum cut problem. The classical Gomory-Hu algorithm [14] solves the minimum cut problem using n - 1 minimum s-t cut computations. The fastest current algorithms for the s-t cut problem [1, 6, 7, 13, 21] use flow techniques, in particular the push-relabel method [13], and run in \(O(n^2 \log^3 n)\) time. For the minimum cut problem, Hao and Orlin [15, 16] have given an algorithm (ho), based on the push-relabel method, that shows how to perform all n - 1 minimum s-t cuts in time asymptotically equal to that needed to perform one s-t minimum cut computation. This algorithm runs in \(O(nm \log(n^2/m))\) time.

Several new algorithms discovered recently are theoretically more efficient — time bounds for these algorithms are competitive with or better than the best time bounds for the minimum s-t cut problem. The algorithm of Nagamochi and Ibaraki [22] (ni) runs in \(O(n(m + n \log n))\) time. The algorithm of Karger and Stein [20] (ks) runs in \(O(n^2 \log^3 n)\) expected time. Two closely related algorithms of Karger [19] (k) run in \(O(m \log^3 n)\) and \(O(n^2 \log n)\)
expected time. These algorithms are based on new techniques which do not use flows. These algorithms do not extend to directed graphs, while the flow-based algorithms, include ho, do.

In this paper we study the practical performance of these recent minimum cut algorithms. The main part of our study is the design of data structures and heuristics for efficient implementations of these algorithms. Our goal is to obtain efficient implementations of the new algorithms and to compare them against each other and against a good previous code. In order to perform meaningful comparisons, we develop problem generators and test families for evaluating and comparing performance of the minimum cut codes. We also run and analyze our algorithms on data that arises during the TSP algorithm of Applegate and Cook [3]. Our problem families are carefully selected and proved very useful for comparing and tuning minimum cut codes.

The first efficient implementation of a minimum cut algorithm that we are aware of is due to Padberg and Rinaldi [25]. In order to reduce the number of maximum flow computations needed by the Gomory-Hu algorithm, they developed a set of heuristics which contract certain edges during the computation. These contractions, which we call the PR heuristics, apply in the context of other algorithms and often lead to a big improvement in performance.

Nagamochi et al. [23] describe an efficient implementation of ni that uses the PR heuristics. The data of [23] suggests that the hybrid code of Nagamochi et al is more efficient than the Padberg-Rinaldi code. The former code seems to be the fastest minimum cut code described in a paper published prior to our work.

A major contribution of this paper are new heuristics for improving practical performance of the algorithms. We propose a common preprocessing, based on PR heuristic, which takes $O(m \log n)$ time and usually is nearly as helpful as the $\Omega(nm)$ version of Padberg and Rinaldi. We introduce algorithm-specific ways of using PR heuristics during execution of main subroutines of the algorithms. We also develop several new heuristics that significantly improve performance of our implementations.

We now briefly detail the highlights of the implementations of our four codes.

Our implementation of ni builds on hybrid [23]. However, we use a different strategy for applying the PR heuristics and develop a new technique for graph contraction. As a result, our code is always competitive with hybrid, and sometimes outperforms it by a wide margin.

Implementations of the push-relabel method for the maximum flow problem have been well studied, e.g. [2, 8, 10, 11, 24]. A maximum flow code of Cherkassky and Goldberg [8] was the starting point of our implementation of ho. The implementation uses the heuristics used in the maximum flow code – global update and gap relabeling. In addition, we use the graph contraction data structures mentioned above, the PR heuristics, and several new heuristics.

The Karger-Stein and Karger's algorithms are randomized. For these algorithms, we needed to develop somewhat different strategies for random edge selection than those that appeared in the original papers [20, 19]. These codes also benefit from the PR heuristics as well as new heuristics.

We make significant progress in understanding practical performance of minimum cut algorithms and in establishing testing standards for future codes. Our study shows that no single algorithm dominates the others. Overall, ho is the best code. The second best code is ni.

The push-relabel method has been extensively studied, and ho takes advantage what has been learned in the maximum flow context. Our code ni takes advantage of performance-improving ideas of [23]. Our implementations of ks and k, however, were developed from scratch. Our study shows how important data structures and heuristics are for the minimum cut algorithm performance. New ideas may improve performance. This is more likely for ks and k, which have been studied less.

Due to the lack of space (the full paper is about 10 times longer than this version), we omit many descriptions, proofs, and most of the experimental data. The full version can be reached via the second author’s home page, URL http://www.neci.nj.nec.com/homepages/avg.html, or the fifth author’s page URL http://www.cs.dartmouth.edu/liff/papers/
2 Background

2.1 Definitions and Notation We assume that the reader is familiar with basic definitions. Let \( G = (V, E, c) \) be an undirected graph with vertex set \( V \), edge set \( E \) and non-negative real edge capacities \( c : E \to \mathbb{R}^+ \). Let \( n = |V| \) and \( m = |E| \). We will use \( \lambda(G) \) to denote the value of the minimum cut of \( G \), and \( \lambda_{v,w}(G) \) to denote the value of the minimum \( v-w \) cut. Some algorithms we discuss use flows. In this case, we transform an undirected graph into a directed graph in the standard way.

2.2 Data Structures for Graph Contraction Given a graph \( G \) and edge \( \{v, w\} \in E \), we define \( G/\{v, w\} \), the contraction of edge \( \{v, w\} \), by deleting node \( w \) and replacing each edge of the form \( \{w, z\} \) by an edge \( \{v, z\} \). Our implementations use graph contraction. In this section we describe the graph data structure used to deal with edge contractions efficiently.

We represent an undirected graph as a symmetric directed graph using the adjacency list representation. An edge \( \{u, v\} \) is represented by two arcs, \((u, w)\) and \((v, u)\). These arcs have pointers to each other. An arc \((u, v)\) appears on the adjacency list of \( u \) and has a pointer to \( v \).

Suppose we contract an edge \( \{u, v\} \). One way to implement the contraction is to do compact contraction by merging the adjacency lists of \( u \) and \( v \), merging parallel arcs, and deleting self-loops. A careful implementation of compact contraction of \( \{u, v\} \) takes time proportional to the sum of degrees of \( u \) and \( v \) before the contraction.

An alternative way to contract an edge \( \{u, v\} \) is to use set-union contraction. In this implementation, each node in the current graph corresponds to a set of vertices of the input graph. The sets are represented using the disjoint-set union data structure \([9]\). An edge \( \{u, v\} \) takes time proportional to the sum of degrees of \( u \) and \( v \) before the contraction.

2.3 Gomory-Hu Algorithm Gomory and Hu \([14]\) showed that a minimum cut can be computed in \( n - 1 \) minimum \( s-t \) cut computations. The underlying idea is important for understanding other minimum cut algorithms. Consider a pair of distinct vertices \( s \) and \( t \) and a minimum \( s-t \) cut \( A \). Then either \( \lambda_{s,t}(G) = \lambda(G) \) or \( s \) and \( t \) are on the same side of every minimum cut.

2.4 Discovery Times Discovery time is the time from the beginning of the computation until the minimum cut is found. The discovery time may be much less than the total running time of an algorithm and are useful for several reasons. For example, they can be used to estimate real-life performance of randomized algorithms. The theoretical upper bound on the number of "trials" required to achieve the desired success probability can be very pessimistic. If discovery time of a randomized algorithm is always a tiny fraction of the total time, one may be justified in making a smaller number of "trials."

3 Padberg-Rinaldi Heuristics

Recall that the Gomory-Hu algorithm performs a series of maximum flow computations, each of which identifies one edge which can be contracted. The improvements of Padberg and Rinaldi \([25]\) are based on additional tests (PR tests) that allow contracting certain nodes without performing any maximum flow computations. Four of the tests are inexpensive enough to be of practical interest.

**Lemma 3.1.** \([25]\) Let \( \lambda \) be an upper bound on \( \lambda(G) \). If \( v, w \in V \) satisfy either one of the following conditions:

- (PR1) \( c(v, w) \geq \lambda \),
- (PR2) \( c(v) \leq 2c(v, w) \) or \( c(w) \leq 2c(v, w) \),
- (PR3) \( \exists u \text{ such that } c(v) \leq 2\{c(v, w) + c(v, u)\} \) and \( c(w) \leq 2\{c(v, w) + c(w, u)\} \),
- (PR4) \( c(v, w) + \sum u \text{ min}(c(v, u), c(w, u)) \geq \lambda \)

then one of the following conditions must hold:

- (a) \( \{v\} \text{ or } \{w\} \text{ is a minimum cut} \),
- (b) the edge \( \{v, w\} \text{ forms the unique minimum cut} \),
- (c) there exists a minimum cut \( (A, \bar{A}) \) with \( v \in A \) and \( w \in \bar{A} \).
In all our algorithms, we maintain explicitly node capacities \( C(v) \), edge capacities \( C(v,w) \), and \( \lambda \), an upper bound on the minimum cut, which corresponds to the smallest capacity cut we have encountered so far. Thus tests PR1 and PR2 can be performed together in \( O(1) \) time per edge. For a fixed pair \( v, w \), PR3 and PR4 can be checked in \( O(n) \) time. We always apply the two tests together, and compute the sum for PR4 while doing PR3.

The Padberg-Rinaldi tests have been used previously [25, 23]. We propose new ways of using these tests with are both effective and efficient.

### 3.1 PR Passes

We introduce the idea of PR passes. All our codes that use PR heuristic apply these passes as preprocessing. We also apply the passes internally. Each pass takes linear time. Pass-1-2 combines tests PR1 and PR2 and pass-3-4 combines tests PR3 and PR4.

Intuitively, pass-1-2 applies the two tests to every edge and every node of the graph. This is not precise, however, because edge contractions change the graph. Our implementation has the invariant that if an edge \( \{u, v\} \) was not contracted, and did not become a self-loop and deleted during the pass, then the PR tests failed on \( \{u, v\} \) at some point during a pass. We also ensure that the work done by the pass is either amortized against other work done by the algorithm, or the pass decreases the number of nodes in the graph by a constant fraction.

Pass-3-4 applies PR3 and PR4 to as many nodes as possible while scanning each node at most twice. To maintain this invariant, we sometimes apply a weaker version of PR4 by taking the sum over a subset of neighbors of \( v \). First all nodes are marked as unscanned. Then we pick an unscanned node \( v \) and apply tests 3 and 4 to its adjacent edges. In the process, we mark \( v \) and neighbors of \( v \) (including new neighbors created by contractions) as scanned. The pass terminates when all nodes are scanned.

### 3.2 Common Preprocessing

On some instances, in particular the TSP instances, the problem size can be substantially reduced using PR tests on the input problem. On these problems, we use the following preprocessing algorithm. We start by finding the minimum single-vertex cut. Then we repeatedly apply pass-1-2 as long as a pass decreases the number of nodes by at least a factor of \( 1 - \gamma \). Second repeatedly apply pass-3-4 as long as a pass decreases the number of nodes by at least a factor of \( 1 - \gamma \). Finally, if either pass-1-2 was executed more than once or pass-3-4 was executed more than once or if pass-1-2 followed by pass-3-4 reduces the number of nodes by at least a factor of \( 1 - \beta \), we repeat the pass. The bail-out parameters \( \beta \) and \( \gamma \) are algorithm-specific, and we always choose \( \beta \geq \gamma \). The value of \( \beta \) is higher for algorithms that use PR tests internally and lower for other algorithms. Note that the preprocessing runs in \( O(m \log n) \) time.

### 4 Nagamochi-Ibaraki Algorithm

We assume that the reader is familiar with the Nagamochi-Ibaraki algorithms (see [22, 23]) and describe our implementation of it.

#### 4.1 Data Structures

We implemented \( n \) using both compact contraction and set-union contraction. We use amortization techniques to combine the two data structures. Recall that the algorithm operates in phases. Each phase takes linear time in the current graph size, plus some priority queue operations.

We combine the two data structures as follows. At the beginning of every phase, we compact the graph by deleting self-loops, merging parallel arcs, and making every arc head point directly to the set representative. We use the compact representation during a phase. During the edge contraction sequence after the phase, we use the set-union data structure. This combination is efficient because the more efficient data structure is used in an appropriate part of the computation. Graph compaction is the additional overhead of the combination scheme, but the compaction takes linear time – usually less time than the preceding phase.

#### 4.2 Incorporating the Padberg-Rinaldi Heuristic

Nagamochi et al. [23] show that the Nagamochi-Ibaraki algorithm can benefit from the PR heuristics. At the end of every phase, they take a node created by the last contraction of the phase and apply PR tests to "large capacity"
edges adjacent to this node until a large capacity edge is not contracted. This is the strategy used in their code hybrid. Although in some cases this strategy works well, it has several disadvantages. First, there is no preprocessing stage. Second, the tests are applied only to one node after every phase. Third, the tests may be expensive because we may end up doing \( \Omega(n^2) \) work.

We incorporate PR heuristics into ni in a well-behaved manner. We use PR preprocessing on the input graph and, after every \( k \)-th phase, we apply pass-1-2 and pass-3-4. (We set \( k = 2 \) for our tests.) Preprocessing takes \( O(m \log n) \) time. Since the cost of each PR pass is linear, it is amortized by the cost of the preceding phase.

5 Hao-Orlin Algorithm

Hao-Orlin algorithm [17] is based on the push-relabel method [13] for the maximum flow problem. The starting point for our implementation, described in this section, was a maximum flow code of [8]. We assume familiarity with these papers.

5.1 Implementation Details

Graph representation. We use graph data structures similar to those used in ni, with additional fields to support variables needs for preflow-push algorithms, such as flow values on edges and distance labels and excess at nodes. When using PR heuristics, we contract the source and the sink at the end of every s-t cut computation.

Global updates. As in the maximum flow context, global updates, i.e., computing exact distances to the sink, are useful for many problem classes. We modify this heuristic to work in the context of ho and use it in our implementation.

Single node layers. The algorithm freezes layers of nodes. For the case when a layer consists of a single node, we have a more efficient method of dealing with it. See the full paper for details.

5.2 Heuristics

5.2.1 Padberg-Rinaldi Heuristics. As in all our algorithms, we apply PR preprocessing at the beginning. Our internal PR heuristic is based on the following fact that is easy to prove using [17]: If \( s \) is the source and the edge \( \{s, w\} \) passes one of the tests PR1, \ldots, PR4, then we can saturate all arcs out of \( w \), contract the edge, and continue.

We use amortization to decide when to apply PR1 and PR2 to the source. When the algorithm performs enough work to amortize the tests previous, we apply the tests again. We use similar strategy to apply PR3 and PR4.

5.2.2 Excess contractions. We introduce a simple new heuristic that often allows us to contract a node in the middle of a flow computation. The general results on the push-relabel method [13] imply that the excess at a node \( v \) is a lower bound on the capacity of the minimum s-v cut. Thus, if at some point during an s-t cut computation the excess at \( v \) becomes greater than or equal to the capacity of the minimum cut we have seen so far, we contract \( v \) into the source and saturate arcs going out of \( v \). Note that \( v \) can be either regular or frozen. The correctness proof for this heuristic is straightforward. We call this heuristic excess detection.

6 Karger-Stein Algorithm

The full description of the recursive contraction algorithm of Karger and Stein appears in [20]. The version we implemented differs slightly from the recursive contraction algorithm described in [20]. In that algorithm we repeatedly select and contract one edge at a time until the number of graph nodes is reduced to \( n/d \). In our implementation, at each contraction phase we mark each edge \( \{u, v\} \) with probability \( 1 - 2^{-w(u,v)/W} \) and contract the marked edges. This new parameter \( W \) must be handled carefully. Initially, we have no upper bound on the minimum cut value. If \( W \) is extremely large relative to \( c \) then the probability of edge contraction is extremely small, which could make the recursion depth and running time arbitrarily large. However, we have a convenient upper bound on \( c \) in the form of the minimum degree of the input graph. It is easy to prove that if we use this upper bound, with high probability the size of the graph is reduced by a constant fraction at each iteration. This suffices to prove a time bound which is polynomial, though not quite as good as the original algorithm's. We conjecture that the new algorithm's performance is in fact equal to that of the old one's, but this
remains to be proved.

Our new implementation requires an analysis somewhat different from that of [20]. See the full paper for details.

6.1 Implementation Details We use a simple data structure for storing the graphs: an array of edges, where each edge stores its endpoints and weight and an array of vertices, where each vertex maintains the sum of the weight of its incident edges, its name, and several auxiliary fields. Note that each vertex does not maintain a list of its incident edges, as this was not initially necessary in our implementation. An advantage of this representation is that edge lists are stored without a linked-list data structure overlay; this improves performance by making the data structure smaller and increasing memory reference locality as we traverse the edge list.

We found that it is much wiser to randomly choose and contract sets of edges, as described above, rather than choosing and contracting the edges one by one, as is done in [20]. We needed to use an exponential distribution to sample each edge with probability exponential in its weight; this was not a significant part of the running time.

It should be noted that our algorithm as stated makes no use of adjacency lists. However, we still found it useful to sort edges according to their endpoints. One reason is that contracting nodes tends to create parallel edges. By merging these parallel edges, we reduce the number of edges the algorithm must consider for contraction in later iterations. Furthermore, the PR3 and PR4 tests (discussed below) require a standard adjacency list representation to work properly. Sorting the edges gives us an implicit adjacency list representation.

As edges are contracted, we use a set union data structure to maintain the nodes of the graph. Besides letting us determine the structure of the minimum cut we find, this also lets us sort the edges.

6.2 PR tests As in other implementations, we do PR preprocessing. For this algorithm, these initial PR tests are particularly important, as they occur before beginning the randomized portion of the algorithm.

Next we discuss internal tests. The lack of an adjacency list representation in our code meant that the PR tests were completely different in terms of implementation. PR1 and PR2 tests apply to individual edges, and were therefore easy to implement on our original data structures. PR3 and PR4 tests apply to groups of edges leaving one node, and so we were forced to contort our original data structures to support them. Our overall experience with the latter tests was that they were an effective preprocessing tool but did not tend to help once the Contraction Algorithm actually began to run. Therefore, we imagine that a new implementation of the code might use a “PR34-friendly” adjacency list data structure for preprocessing and then convert to our original representation for the actual Contraction Algorithm.

See the full paper for details.

7 Karger's Algorithm

Karger's algorithm is described in [19]. Karger's first finds a packing of spanning trees; then it examines the trees in the packing and for each tree finds the smallest cut that one or two tree edges. This leaves open many implementation options. We discuss the major ones below.

Packing spanning trees. Karger suggests two entirely different ways to pack spanning trees. We chose to use Gabow's algorithm [12]. It would be interesting to try the alternative ([26]) too.

Checking trees for 2-respecting cuts. Karger gives two different ways to check for 2-respecting cuts: a relatively simple dynamic programming method that takes $\Theta(n^2)$ time per tree, and more elaborate method that uses dynamic trees, but takes only $O(m \log^2 n)$ per tree. We believe that the constant factor hidden in the $O$ of the latter is large, so we only implemented the former.

Estimating the Minimum Cut. In order to find the value of the minimum cut the algorithm randomly samples the edges with a probability that depends on the value of the minimum cut. To handle the apparent circularity of this process, we start by getting a crude approximation and then sample the edges, find a tree packing, and double the probability and repeat if the number of trees in the packing is smaller than expected. This implementation takes $O(m \log n)$ time.
Picking the $\epsilon$. In order to have high probability of some tree 2-respecting, the expected number of trees has to be $150 \log n$. With $216 \log n$ trees, if none 1-respect, then at least $1/5$ of them 2-respect, and we could check fewer than $150 \log n$ trees for 2-respecting at the cost of having found more trees in the first place. Unfortunately, in either case, the running time was several orders of magnitude worse than the other algorithms. We discovered, however, that on our test examples, finding only $6 \log n$ trees and checking only 10 of them for 2-respecting gave the right answer on all the inputs. While there is reason to believe that the theoretical analysis is not tight, this implementation must be considered heuristic. Note that $6 \log n$ trees causes all cuts to be within $\epsilon = 1$ of their expected values with probability $1 - O(1/n)$ according to the theoretical analysis.

Adding the PR Heuristics. We use the same PR preprocessing as ho and ni. Since the algorithm doesn’t do any other contractions, the only way the PR heuristics could help internally is if we discover a new upper bound on the minimum cut before we get a good tree packing. We implicitly get a new upper bound when we are doubling probabilities, but it is not safe to run PR tests based on an expected upper bound. Nevertheless, as mentioned above, we check the cut defined by the minimum cut in the sample to update our upper bound if possible, so when an update occurs that reduces the lower bound by more than $5\%$ we run the PR tests again.

8 Problem Families

After experimenting with many problem generators and families, we restricted our attention to the most interesting ones. In our final experiment, we used five different problem generators, and for each generator generated several different problem families, for a total of twelve different families. We also did experiments on minimum cut problems that arise in the solution of large TSP problems via cutting plane algorithms [3]. One of our generators, NOIGEN, is an implementation of the generator of [23]. The remaining generators were designed and implemented from scratch. One of the contributions of our work is to introduce this useful collection of generators than can be used by others to test minimum cut algorithms.

Due to the lack of space, we give data only for three problem families, and only the data that shows relative algorithm performance. The first family is NO11, produced by NOIGEN generator and is similar to the first problem family of [23]. Two other families are generated by the REGGEN generator, which produces unions of random cycles. Each REG2 problem contains 50 cycles; each REG3 problem contains 2 cycles.

The full paper contains much more data, including data for other families and data that shows effectiveness of heuristics. Relative performance of the algorithms is very different for these three families.

9 Experimental Results

We give data for our four implementations ni (Nagamochi-Ibaraki algorithm), ho (Hao-Orlin algorithm) ks (Karger-Stein algorithm), and k (Karger’s algorithm). For the last code, we use the version that picks $6 \log n$ trees, which is well below the theoretical bound. (See Section 7.) The theoretically justified version, however, was very slow, and k always produced correct answers in our tests. We also give data for hybrid, the Nagamochi et al. [23] implementation of the Nagamochi-Ibaraki algorithm with a PR heuristic.

The most robust code in our study is ho, but it does not dominate all other algorithms. The second best code is ni. See the full paper for discussion of performance of individual and effectiveness of heuristics. Also, the full paper gives the details of our experimental setup.

Table 1 gives data for NO11 family. On this family, ni is the fastest code, with ho and hybrid slower by about a factor of two. The other two codes, ks and k, are much slower. The latter code is somewhat faster than the former.

Table 2 gives data for REG2 family. On REG2 problems, ho is clearly the fastest, with other algorithms asymptotically slower.

Table 3 gives data for REG3 family. Recall that REG3 problems are unions of two random cycles. On these problems, k works like Gabow’s algorithm and its running time is almost linear. For ks the constant factors are large, but the asymptotic performance is the second best. Even on the
largest problem, however, ks is significantly slower than ho. Other codes, ho, ni, and hybrid, exhibit growth that is at least quadratic in the problems size. However, ho has very small constants and is the fastest on all problems except for the largest, where it is slower than k. The worst codes are ni and hybrid.

10 Concluding Remarks
Our study produced several efficient codes which improve the previous state of the art. Some of the algorithms in our study have not been implemented before. We also introduce new or improved heuristics that substantially improve performance.

Our results confirm practical importance of the Padberg-Rinaldi heuristics. We introduce PR passes and show that they are an effective way to apply PR tests in the preprocessing stage of all the algorithms. The passes are also an important component of our internal PR heuristic for ni.

Improved data structures and PR heuristic lead to an efficient implementation of the Nagamochi-Ibaraki algorithm. This implementation, ni, is more robust than the previous implementation hybrid. The implementation ho of the Hao-Orlin algorithm is the most robust in our tests. This is due in part to previous work on implementations of push-relabel algorithms for the maximum flow problem. Performance of k shows that this algorithm needs to be investigated further. Our implementation of the Karger-Stein algorithm does not perform as well as the best codes, but its performance is not bad when compared to the previous codes. This implementation may be useful in some contexts, for example if one would like to find all minimum cuts.

ni outperforms ho if the number of ni phases is very small, i.e., when a phase contracts many nodes. This suggests a hybrid algorithm that, after the preprocessing, applies ni phases (with internal PR tests) while the number of nodes decreases by a constant factor after each phase, and then switches to ho. We tested this hybrid algorithm, and it proved to be more robust than ni and ho. In fact, this is the most robust implementation we currently have. This and other hybrid algorithms deserve further study.
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Table 1: NO11 family

<table>
<thead>
<tr>
<th>nodes</th>
<th>edge</th>
<th>total time</th>
<th>discovery time</th>
<th>preproces time</th>
<th>initial PR</th>
<th>internal PR</th>
<th>edge scan</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>avg</td>
<td>dev</td>
<td>avg</td>
<td>dev</td>
<td>avg</td>
<td>dev</td>
</tr>
<tr>
<td>hybrid</td>
<td>500</td>
<td>22422</td>
<td>0.95</td>
<td>0.03</td>
<td>0.89</td>
<td>0.04</td>
<td>0.47</td>
</tr>
<tr>
<td>ho</td>
<td>500</td>
<td>22422</td>
<td>0.95</td>
<td>0.03</td>
<td>0.89</td>
<td>0.04</td>
<td>0.47</td>
</tr>
<tr>
<td>ni</td>
<td>500</td>
<td>22422</td>
<td>0.95</td>
<td>0.03</td>
<td>0.89</td>
<td>0.04</td>
<td>0.47</td>
</tr>
<tr>
<td>k</td>
<td>500</td>
<td>22422</td>
<td>0.95</td>
<td>0.03</td>
<td>0.89</td>
<td>0.04</td>
<td>0.47</td>
</tr>
<tr>
<td>ka</td>
<td>500</td>
<td>22422</td>
<td>0.95</td>
<td>0.03</td>
<td>0.89</td>
<td>0.04</td>
<td>0.47</td>
</tr>
<tr>
<td>hybrid</td>
<td>600</td>
<td>22422</td>
<td>0.95</td>
<td>0.03</td>
<td>0.89</td>
<td>0.04</td>
<td>0.47</td>
</tr>
<tr>
<td>ho</td>
<td>600</td>
<td>22422</td>
<td>0.95</td>
<td>0.03</td>
<td>0.89</td>
<td>0.04</td>
<td>0.47</td>
</tr>
<tr>
<td>ni</td>
<td>600</td>
<td>22422</td>
<td>0.95</td>
<td>0.03</td>
<td>0.89</td>
<td>0.04</td>
<td>0.47</td>
</tr>
<tr>
<td>k</td>
<td>600</td>
<td>22422</td>
<td>0.95</td>
<td>0.03</td>
<td>0.89</td>
<td>0.04</td>
<td>0.47</td>
</tr>
<tr>
<td>ka</td>
<td>600</td>
<td>22422</td>
<td>0.95</td>
<td>0.03</td>
<td>0.89</td>
<td>0.04</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Table 2: REG2 family

<table>
<thead>
<tr>
<th>Node</th>
<th>ARC0</th>
<th>Total time</th>
<th>Discovery time</th>
<th>Preprocess time</th>
<th>Avg disp %</th>
<th>Avg disp %</th>
<th>Avg disp %</th>
<th>Avg disp %</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>128</td>
<td>0.13</td>
<td>0.11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>256</td>
<td>256</td>
<td>0.13</td>
<td>0.11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>512</td>
<td>512</td>
<td>0.13</td>
<td>0.11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1024</td>
<td>1024</td>
<td>0.13</td>
<td>0.11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2048</td>
<td>2048</td>
<td>0.13</td>
<td>0.11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4096</td>
<td>4096</td>
<td>0.13</td>
<td>0.11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>8192</td>
<td>8192</td>
<td>0.13</td>
<td>0.11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16384</td>
<td>16384</td>
<td>0.13</td>
<td>0.11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: REG3 family